A Case Study loosely based on the Stanford University Campus
Airside and Waterside HVAC Systems

Abstract

We present a large-scale industrially relevant case study where solving a single MPC optimization
problem is not feasible for real-time implementations. The study is loosely based on the Stanford Uni-
versity campus, consisting of both an airside and waterside system. The airside system includes 500
zones spread throughout 25 campus buildings along with the air handler units and regulatory building
automation system used for temperature regulation. The waterside system includes the central plant
equipment, such as chillers, that is used to meet the load from the buildings. Active thermal energy
storage is also available to the campus. The models from this case study are made publicly available for
other researchers interested in designing alternative control strategies for managing chilled water pro-
duction to meet airside loads. The aim of the case study release is to provide a standardized problem for
the research community and a benchmark for evaluating performance.

1 CASE STUDY

1.1 Background

The case study is modeled after the Stanford University campus (Rawlings et al., 2018). Recently, Stanford
University replaced an aging natural gas cogeneration plant with a new heat-recovery system to meet the
cooling and heating loads of their campus as part of the $485-million Stanford Energy System Innovations
(SESI) project (Blair, 2016). In addition to adding heat-recovery chillers to improve efficiency, thermal
energy storage tanks were added for hot and chilled water. These large insulated tanks, along with the rest
of the central HVAC plant, are depicted in Figure 1. Johnson Controls designed the control architecture
for the new central plant. Results have shown that the MPC-based system achieves 10-15% more energy
cost savings compared to the best team of trained human operators (Stagner, 2016). While this project was
focused primarily on optimization of the waterside, the case study is being extended to include treatment of
the airside system as well.

Certain aspects of this real-world problem have inspired research projects for creating economically
optimal methods of controlling such a large-scale industrial system. For the case study presented in this
paper, a simplified version of the Stanford project is used to highlight the complexity of controlling a large-
scale combined airside and waterside system while removing some of the problem features and intricate
details to increase clarity for a research perspective.

1.2 System

The HVAC system for the case study is a central plant that services the cooling needs of a 500-zone campus.
The HVAC plant has eight conventional chillers along with their supporting pumps and cooling towers. For
simplicity, we do not consider heating equipment, such as boilers or heat-recovery chillers. Each of the chillers
has minimum and maximum cooling capacities of 2.5 MW and 12.5 MW, yielding a total plant capacity of
100 MW cooling. Chilled water supply temperature is held constant at 5.5 °C. In addition to the passive
thermal energy storage present in the form of building mass, there is active thermal energy storage with a
chilled water tank. The chilled water TES storage tank has a maximum capacity of 100 MWh cooling.

The 500-zone campus contains 25 buildings, each with 20 zones that have independent local temperature
controllers. All zone temperatures need to be kept between 20.5 and 22.5 °C to ensure occupant comfort. The
models for the equipment and zones are presented in Section 2. The airside models describe the temperature



Figure 1: The new heat-recovery system to provide heating and cooling to the campus constructed as part
of the $485-million Stanford Energy System Innovations (SESI) project Blair (2016).

Table 1: Parameters

Variable Description Data Field Unit
t Time param.time h
T, Ambient Temperature param.AmbientTemp °C
Ck Electricity Pricing param.ElecPrices US$
Cpeak Monthly Demand Charge param.DemandCharge US$
Tiin Lower Bound of Comfort Zone param.ComfortMin °C
Tnax Upper Bound of Comfort Zone param.ComfortMax °C
Smax Active TES Capacity param.StorageCapacity kWh

dynamics in each of the 500 zones, and the waterside models describe the power consumption of the central
plant equipment.

The aim of the control system is to minimize costs in the presence of time-varying electricity prices and
a peak demand charge as well as environmental disturbances such as weather while meeting constraints on
comfort and equipment. The control system must determine the zone temperature setpoints and waterside
equipment operation schedule.

1.3 Parameters

Several loads are placed on the HVAC system. The primary disturbance considered in this study is the
ambient temperature. Typical ambient temperature data during the summer for a city in the Southern U.S.
is presented in Figure 2. To reject the loads placed on the campus, the HVAC system purchases power from
the electricity market. Two components of the pricing structure are considered in this study: time-of-use
charges, which assess time-varying prices on electricity use throughout the day, and peak demand charges,
which are proportional to maximum rate of power consumption over period of time (typically a month).
Electricity pricing data obtained from Johnson Controls over a week-long period is given in Figure 2. The
monthly peak demand charge is $4.56/kW. The parameters for this case study are provided in the associated
data file and are summarized in Table 1.
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Figure 2: Representative ambient temperature and electricity pricing data over a 7-day period in the summer
(Rawlings et al., 2018). In this plot, zero corresponds to midnight.
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Figure 3: Diagram of airside heat transfer.
Table 2: Airside Model Parameters
Variable Description Data Field Unit
H; Scaled Heat Transfer Coefficient with Ambient airside.H kW/K
C; Thermal Capacitance airside.C kJ/K
Bij Scaled Heat Transfer Coefficient between Zones airside.Beta kW/K
Qss.i PI Steady State Cooling airside.Qss kW
K PI Controller Gain airside.Kc kW/K
TLi PI Integral Time Constant airside.taul h

2 MODELS

2.1 Airside System

In the airside system, models are needed to describe temperature dynamics. The dynamics of cooling a
single zone or building can be represented by an energy balance. For simplicity, we considered the lumped
model for the temperature of zone i as given by

dr; o
Cigt = —Hi(Ti = Ta) = > Bj(Ti = T)) = Qe + Qothers 1)
JFi

in which Cj is the thermal capacitance of the zone, H; is a scaled heat transfer coefficient with the ambient,
T, is the ambient temperature, QC i is the cooling rate from the HVAC system, Qother i is an external load
place on the zone, and $;; characterizes the degree of coupling between zones ¢ and j. If zones ¢ and j are
not adjacent, then B8;; = 0. The heat transfer is depicted in Figure 3

Since the supervisory control system determines the zone temperature setpoints, a model is also need
to relate the zone temperature setpoint T, ; to the cooling rate Q“ delivered to the zone. Using an ideal
proportional-integral (PI) controller, the linear cooling duty controller model is given by

t

1
Q st i + Kc [ |:57, + 7__ i(tl)dtl]
1,2

(2)
& = Tsp,i - TIL

in which K.; and 71, are the PI controller parameters and ¢; is the tracking error. The airside model
parameters for this case study are provided in the associated data file and are summarized in Table 2. In
the data file, these airside parameters are grouped by building and presented as a cell array of length of 25
with each cell containing the parameter values for the 20 zones in that particular building.



2.2 Waterside System

In the waterside system, models are needed for equipment electricity consumption and storage tank dynam-
ics. Equipment models are static, determining resource consumption as a function of relevant inputs for a
given steady-state operating point. While these units do experience transient dynamics during startup and
shutdown, these effects are moderated by local regulatory controllers, and rapid startups and shutdowns are
prevented by enforcing explicit dwell time constraints in the waterside optimization problem. By contrast,
storage tank models are necessarily dynamic, as storage tanks are used for time-shifting of demand. We
assume throughout that the enthalpy H of a volume V' of water at uniform temperature T is given by

H = pCpV(T — Thes) (3)

in which p is the (constant) density, C, is the (constant) heat capacity, and Tp is an arbitrary reference
temperature.

For the chilling plant used in the case study, the three types of equipment are chillers, cooling towers,
and pumps. Figure 4 shows the mass and energy flows for this system. Note that the real system consists
of multiple pieces of each type of equipment arranged in parallel. Each chiller is modeled using the semi-
empirical Gordon-Ng model, Lee et al. (2012) defined below:

Tcuws ) > Tcows
Tows Teaws — asQcH

— Qcn (4)

Wen = (QCH + a1Tcaws + a2 (1 -

The parameters a1, as, and ag are obtained via regression with measured data. For the purposes of optimiza-
tion, the temperatures are assumed to be fixed parameters. The required volumetric flow is then calculated
from the enthalpy relationship (3). Each cooling tower uses a a simplified effectiveness model Jin et al.
(2007) for calculating cooling duty, with a simple cubic fit for fan electricity Braun and Diderrich (1990).

c1(m ¢3

Qct = Qcu + Qcu = LVV)@,(TCWR — Twg) (5)
14co (%‘?’:’)

WCT = H(mair)g (6)

With fixed Towr and Tows, the required water flow rate mcw can be calculated from an enthalpy balance.
Then, using the known Twg, (5) can be rearranged to solve for the required m.,;,, which is then used in
(6) for electricity calculation. Coefficients ¢, ca, c3, and k are obtained via regression. Finally, pumps are
modeled with a black-box empirical model

Wp = b1 In (]. + bQVCHW) + bSVCHW + b4 (7)

with regression coefficients b; through bs. Note that the flows Vow and mcow are obtained from Qg and
Qct via the appropriate constant-heat-capacity energy balances.

Active storage tanks are modeled using a two-layer stratified tank model similar to Ma et al. (2012). As
diagrammed in Figure 5, the hot and cold sections are each assumed to be uniform in temperature, with heat
exchange between the two layers (proportional to the temperature difference). The tank is well-insulated,
but heat exchange (proportional to the temperature difference) takes place between the two layers. With
state vector (Veold, Vhots Heold, Hhot ), the differential equations are as follows:

dVho
G = vt
dVeod _
dt + —
dHhot Hhot (Hhot Hcold >
=— vy +h_v_ — K — ,
dt Vaot T Voot Veold
dHcold Hcold Hhot Hcold
= — _ K —
dt hvs Veold v Vhot  Veold
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Figure 4: Diagram of a single chiller, cooling tower, and pump.
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Figure 5: Diagram of stratified tank model.

in which inputs v; and v_ are the charge and discharge volumetric flows, and parameters hy and h_ are
the (per-volume) supply and return enthalpies, with heat transfer coefficient K between the two layers. The
corresponding temperatures Tho; and Tioq are calculated from the linear enthalpy relationship (3), as are
the volumetric enthalpies Ay and h_ of the incoming streams. In chilled water tanks, the state of interest is
the enthalpy of the cold section Hqq, while for hot water tanks, it is Hyot. Total volume Viot + Veold = Viotal
is held constant.

For the purposes of optimization, the nonlinear tank model is replaced by a simple linear approximation
of the form

ds .
a = —0Ss+ antoragc (8)

in which s :== Hq is the enthalpy of the cold section and Qstorage is the rate of cold enthalpy inflow (positive)
or outflow (negative). The coefficients o and 7 are identified from data.
All waterside parameters are shown in Table 3, with numerical values given in the data file.

2.3 Availability

The full set of data and model parameters for the case study are made publicly available for researchers in
the HVAC community. They can be found on the following website: https://hvacstudy.github.io/. The
aim of the release is to encourage other researchers to propose alternative control systems and to provide a
common basis for performance evaluation of these strategies on a large-scale industrially relevant system.



Table 3: Waterside Model Parameters

Variable Description Data Field Unit
Tcuws  Constant chilled water supply temperature waterside.common.Tchws °C
Tcuwr  Constant chilled water return temperature waterside.common.Tchwr °C
Tews Constant chilled water supply temperature waterside.common.Tchwr °C

p Water density waterside.common.rho kg/m3

Cp Water heat capacity waterside.common.Cp kJ/(kg °C)

Tt Enthalpy reference temperature waterside.common. Tref °C
‘81‘{“ Minimum chiller cooling duty waterside.chiller.Qmin kW
Q& Maximum chiller cooling duty waterside.chiller.(Qmax kW

a; Chiller regression coefficients waterside.chiller.a varies
min Minimum cooling tower duty waterside.tower.Qmin kW
o Maximum cooling tower duty waterside.tower.(Qmax kW

c Cooling tower regression coefficients waterside.tower.c varies

K Cooling tower fan coeflicient waterside.tower.kappa kJ/kg

/min Minimum pump flow rate waterside.pump.Vmin m3 /s

Jrmax Maximum pump flow rate waterside.pump.Vmax m? /s

b; Pump regression parameters waterside.pump.b varies
Viotal Total tank volume waterside.tank.Vtot m?
K Layer heat transfer coefficient waterside.tank.X m?3
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